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This Perspective presents a broad overview of the present status of theoretical capabilities for describing quantum dynamics in molecular systems with many degrees of freedom, e.g., chemical reactions in solution, clusters, solids, or biomolecular environments.

One of the present challenges of molecular-level theory is to extend to complex molecular systems (i.e., those with many degrees of freedom) the great success it has had in the realm of “small molecule chemical physics.” Thus, the methodology for carrying out state-to-state reactive scattering calculations to provide the complete description of chemical reactions of small molecular systems (about three or four atoms), and for performing wavepacket propagation (i.e., solving the time-dependent Schrödinger equation) to describe photodissociation or other laser-induced processes in such systems, is well in hand and widely applied these days. I do not mean to imply that such calculations are totally routine and uninteresting—the number of even small molecular systems that have been treated quantitatively is itself quite small, probably less than 10, and new phenomena are still being discovered in such systems—so there is much interesting work yet to be done in this arena. But with all of the emphasis and interest in “nano” and “bio” phenomena these days, one would like to be able extend theoretical capabilities to be able to carry out reliable quantum dynamics simulations for chemical reactions, photoinduced dynamics, etc., in solution, in clusters, on surfaces, and in biomolecular environments.

Is It Necessary?
When talking with many colleagues on this topic I often get a “Why bother?” response, suggesting that classical molecular dynamics (MD) simulations are adequate, that quantum effects will surely average out in these complex systems and thus be unimportant.† (“Why are you worried about the third significant figure when we are still trying to get the first significant figure correct?”) I am sure that this point of view is correct sometimes (maybe even most of the time), but one certainly knows that it is not always the case. For example, consider the water molecule, which is ubiquitous in bio simulations: the zero-point energy in its two OH stretching vibrations and its bending vibration is more than 20 times $k_B T$ (at 300 K). If this energy were allowed to behave classically in a simulation with hundreds (or thousands) of water molecules, it is clear that nonsense would result; the energy could leak out of these modes classically (which it cannot do quantum mechanically) and boil the system!

Of course, those that perform classical MD simulations are well aware of this, and water is usually treated as a rigid molecule that can rotate and thus realign its dipole moment and solvate a reaction coordinate appropriately, for example, but that is not allowed to vibrate. But often in an H atom transfer reaction—for example, in a biomolecular system, $AH + B \rightarrow A + HB$, where an H atom moves from site A to site B—it is not the H atom on A that winds up on B, but rather an intervening water molecule acts as a catalyst: $AH + OHH + B \rightarrow A + HOH + HB$. To describe this process, one must obviously be able to make and break OH bonds, i.e., the OH bond degrees of freedom must be treated fully dynamically, and the quantum aspects of its dynamics will surely be significant.

So there are clearly situations in which the quantum mechanical aspects of the dynamics in complex systems will be important; the point of a simulation, after all, is for it to tell one the answer, not to have one guess the answer beforehand. If one performs only classical MD simulations, one will never know whether quantum effects are important. One must have the ability to include quantum effects into an MD simulation, even if only approximately, to know when they are important and when they are not. [None of this discussion, of course, is meant as a criticism of any of large amount of very impressive classical simulation work that has been carried out; one must walk before one can run. The goal is to build on the vast capabilities of classical MD to try to take the next step forward in theoretical methodology.]

What Can Be Done?
Speaking very broadly (as is being done in this Perspective), there are only two classes of computational methods that are feasible for general systems with many degrees of freedom: Monte Carlo path integral methods to evaluate the Boltzmann operator, $\exp(-\beta H)$, and thus describe equilibrium phenomena, and classical MD for describing real-time dynamical processes.‡ I will discuss these in turn.

Path Integration for the Boltzmann Operator
The ability to evaluate the Boltzmann operator by Monte Carlo path integral methods (2) obviously makes it possible to evaluate essentially any kind of equilibrium property of a molecular system, and this methodology has advanced to the state that it can be applied to molecular systems with hundreds (perhaps thousands) of atoms. All of the tricks used in classical equilibrium calculations—e.g., various types of “free energy perturbation” methods (3, 4), Metropolis sampling schemes, and many other new sophisticated Monte Carlo sampling algorithms (5)—can readily be applied to fully quantum equilibrium calculations. Improvement to Monte Carlo methodology is continuing at a rapid pace, making it possible to apply these approaches to ever more complex molecular systems.

It is not apparent, however, that such calculations can be of any use for describing dynamical processes, but in some cases they in fact are of use. Most dynamical quantities of interest for complex systems can be expressed in terms...
of some kind of time correlation function (6, 7),
\[ C_{AB}(t) = \text{tr}[A e^{-iHt/\hbar} B e^{-iHt/\hbar}], \]  

where operator \( \hat{A} \) typically involves the Boltzmann operator (and some other operator as well). [This is the quantum analog of the classical expression,
\[ C_{AB}(t) = (2\pi\hbar)^{-1} \int dp_0 \int dq_0 \ A(p_0, q_0) B(p, q), \]

where \((p_0, q_0)\) are the initial momenta and coordinates for classical trajectories, and \((p, q)\) are the values at time \( t \) that have evolved from these initial conditions. \( A(p, q) \) and \( B(p, q) \) are the classical functions that correspond to operators \( \hat{A} \) and \( \hat{B} \), and \( f \) is the number of degrees of freedom.] For example, the flux–flux autocorrelation as given by Miller, Schwartz, and Tromp (8), the integral of which gives the rate constant for a chemical reaction, corresponds to operators \( \hat{A} \) and \( \hat{B} \) being
\[ \hat{A} = e^{-\hat{p}^2/2}\hat{F} e^{-\hat{p}^2/2}, \]
\[ \hat{B} = \hat{F}, \]

where \( \hat{F} \) is the flux operator for a “dividing surface” that separates reactants from products. A path integral evaluation of the time evolution operators, \( \exp(\pm i\hat{H}t/\hbar) \), however, is not straightforward because of the “sign problem,” but such methods are possible for evaluating the flux correlation function at imaginary time \( it \) (where \( i \) is real),
\[ C_{\phi}(t) = \text{tr}[\hat{F} e^{-\hat{q}^2/2+it/\hbar} \hat{F} e^{-\hat{q}^2/2-it/\hbar}]. \]

because the time evolution operators become Boltzmann-like operators (which can be combined with the Boltzmann operators as indicated). The strategy is thus to compute \( C_{\phi}(t) \) for real values of \( t \) by Monte Carlo path integral methods and then use these values to obtain \( C_{\phi}(it) \) for real values of \( t \) by numerical analytic continuation. A number of such approaches have been successfully implemented (9–11) [most recently in the work of Rabani et al. (11), using maximum entropy methods], and they typically give useful results for short times, which is sufficient to obtain the rate constant if the reaction mechanism is reasonably “direct,” i.e., it does not involve any long time recrossing behavior (which is usually the case for reactions in complex systems, provided the “dividing surface” is well chosen).

Another theoretical approach recently developed for thermal rate constants of “direct” reactions is the quantum instanton (QI) model (12–14). At a low enough temperature for tunneling effects to be dominant, it involves two dividing surfaces (quantum analogs of the two turning point surfaces of the imaginary time trajectory in the semiclassical instanton theory) and provides an excellent description of reaction rates. It is also wholly expressed in terms of the Boltzmann operator (but involves no numerical analytic continuation) and can thus be readily evaluated by using Monte Carlo path integral methods. A recent calculation (14) using the QI approach has been carried out for a model of proton transfer in a polar solvent,
\[ AH + B \rightarrow A^- + H^+ B \]

in 255 methyl chloride molecules, thus demonstrating its applicability to complex systems.

**Real-Time Dynamics.** To describe longer time dynamical phenomena, quantum mechanically requires that one deal explicitly with the time evolution operator, \( \exp(-i\hat{H}t/\hbar) \), for real-time \( t \). Because it is possible to evaluate it for systems with a few degrees of freedom (cf., “small molecule chemical physics’’), one popular strategy for complex systems is a “mixed quantum–classical” approach, whereby a few of the most important degrees of freedom are treated quantum mechanically and the (many) less important degrees of freedom are treated classically, with the two being coupled in some approximate fashion. There is much excellent work going on in this area, both in very sophisticated applications to biomolecular systems and in new methodological developments. Some of the approaches are based on “localized quantum transitions,” and others use a variety of wavepacket (usually Gaussian) methods. Some of these approaches [e.g., the multiconfiguration time-dependent Hartree (MCTDH) and various Gaussian wavepacket expansion methods] are formulated within an “exact” framework, i.e., they would in principle lead to exact quantum results if the basis sets, etc., could be expanded without limit. The annual meeting of the American Chemical Society this past August in Philadelphia had a week-long symposium on quantum/classical calculations in chemistry and biophysics that contained many excellent papers in this area, and a recent workshop of the European Center for Atomic and Molecular Calculations was on a similar topic, Development of Methods for Quantum Dynamics in the Condensed Phase. So there are a variety of things that can, and are, being done in this area. In 2001–2003.

**Using Semiclassical Theory to Add Quantum Effects to Classical MD**

I will conclude this overview with the writer’s prerogative of describing some of my own group’s work in the area of quantum dynamics of complex systems, specifically in using semiclassical (SC) theory to add quantum effects to classical MD simulations. Numerically computed classical trajectories are the input to SC theory, so one is effectively trying to leverage the power of classical MD to add in the effects of quantum mechanics (within the semiclassical approximation). From what was learned from the large amount of semiclassical work in the 1970s (for a review of some of this early work, see refs. 39 and 40), it is clear (at least to me) that this will provide a very good description of quantum effects in the dynamics of complex molecular systems; the real question is whether one can make it practical enough to be applicable to systems with many degrees of freedom. Our goal, therefore, has been to formulate SC theory in such a way that its computational implementation is as close as possible to that of ordinary classical MD simulations.

The first step in this regard is to use the initial value representation (IVR) of semiclassical theory (41–44), whereby the nonlinear boundary value problem that normally arises in SC theory is replaced by an average (Monte Carlo) over the initial coordinates and momenta of classical trajectories (very much what one has to do in classical MD). I reviewed SC-IVR methodology and some of its applications only a few years ago (45), so there is no need to go over this in detail. Suffice it to say that the time evolution operator is given within the SC-IVR by a phase space average over the initial conditions of classical trajectories
\[ e^{-i\hat{H}t/\hbar} = (2\pi\hbar)^{-F} \int dp_0 \int dq_0 C_{\phi}(p_0, q_0) \]

\[ \psi^{\text{IVR}}(p, q, p_0, q_0) = \int dS_{\text{IVR}}(p_0, q_0) \int dp_0 \int dq_0 C_{\phi}(p_0, q_0), \]

where \((p_0, q_0)\) are the initial conditions for classical trajectories, \((p, q)\) are the momenta and coordinates at time \( t \) that have evolved from these initial conditions, \( S_{\text{IVR}} \) is the classical action integral along this trajectory, and \( C_{\phi} \) is a pre-ex-
potential factor that involves derivatives of the values of \( p \) and \( q \) with respect to \( p_0 \) and \( q_0 \). The states \( \{ p_0, q_0 \} \) and \( \{ p, q \} \) are coherent states (minimum uncertainty wavepackets) in the Herman–Kluk (46–48) version of the IVR as written above, or simply positions eigenstates \( \{ q_0 \} \) and \( \{ q \} \) in the Van Vleck IVR.

For systems with many degrees of freedom, the integral over initial conditions in Eq. 5 is of high dimension (2F for F degrees of freedom), so that Monte Carlo integration methods are mandatory if one is going to be able to apply it. Classical mechanics (e.g., classical time correlation functions corresponding to the quantum one in Eq. 1) also requires an average over the phase space of initial conditions, but this is more difficult for the SC-IVR because of the phase factor in the integrand of Eq. 5, which leads to oscillatory behavior (the semiclassical version of the “sign problem”). All recent efforts to make the SC-IVR approach practical have thus been focused on ways of dealing with this issue. I will mention just three “tricks” that have emerged recently and made a significant contribution to at least taming, if not completely solving, the SC sign problem.

The most generic trick goes under the name of “stationary phase Monte Carlo” (49) (the more descriptive moniker) or “modified Filinov filtering” (50) [from the researcher (51) in whose paper I first learned about it]. It employs a Gaussian filtering scheme to eliminate high-frequency oscillations from the integrand (which make little net contribution to the integral) and leads to a Monte Carlo procedure that favors the regions of “stationary phase” of the integrand. One can in fact view it as a numerical procedure that tunes continuously between the stationary phase approximation to the integral and the original (unfiltered) integral. It does not require that one find the stationary phase points explicitly, the (Metropolis) Monte Carlo procedure doing the job implicitly. The most evolved of such algorithms is the “generalized Filinov transformation” of Wang et al. (52).

A second trick (53, 54) that has proved extremely effective in some applications is to time average the integrand of Eq. 5. This process is an identity (i.e., entails no approximation) and has the effect of smoothing out the oscillations of the integrand, making the subsequent Monte Carlo average over initial conditions much more efficient, and the time averaging process requires little extra effort—one carries it out in the process of computing each trajectory—and is only a 1d integral. In favorable cases it has reduced the phase space average over initial conditions to only one trajectory, with little loss of accuracy. It cannot get any better than this!

Finally, a trick that applies specifically to evaluating time correlation functions such as Eq. 1 is to (partially) combine the two time evolution operators—\( \exp(-iHt/\hbar) \), which propagates from 0 to \( t \), and \( \exp(+iHt/\hbar) \), which propagates from \( t \) back to 0—into one “forward–backward” (FB) SC-IVR propagator (55–58); this is possible because operator \( \hat{B} \) in Eq. 1 typically involves only a few degrees. The FB trick is carried out by performing a stationary phase approximation at time \( t \), which effectively ties the forward and backward trajectories together, making one forward–backward trajectory. The practical importance of this FB trick is that most of the oscillatory structure in the integrand is cancelled out analytically—because many degrees of freedom in a large system approximately back-integrate and make little net contribution to the phase of the integrand—rather than having to achieve this cancellation numerically.

It is perhaps most useful here simply to show an example of how the FB-IVR works and what it is capable of doing. The example is a simple model (59) of a timely topic, namely real-time molecular structure (e.g., femtosecond x-ray diffraction). The model system is a diatomic molecule (i.e., a Morse potential) in some condensed phase environment, e.g., a cluster, a solvent, a solid, a protein, etc., modeled by a set of harmonic oscillators (the ubiquitous “harmonic bath”). The Hamiltonian is thus of the form

\[
H(p, r, P, Q) = \frac{p^2}{2m} + V(r) + \sum_k \frac{1}{2} P_k^2 + \frac{1}{2} \alpha_0^2 \left( Q_k + \frac{c_k r}{\alpha_0} \right)^2,
\]

where \( \alpha_0 \) are the frequencies of the harmonic (“bath”) modes. The initial state of the diatomic molecule, \( |\phi \rangle \), is assumed to be created by a Franck-Condon excitation (e.g., via a short laser pulse) from the ground state to an excited electronic state [for which \( V(r) \) above is the potential energy function], and the harmonic modes describing the environment are initially in a Boltzmann distribution. The radial distribution function of the diatom (i.e., the molecular structure) at time \( t \) later, \( P_t(r) \), is given by the correlation function in Eq. 1 with operators \( \hat{A} \) and \( \hat{B} \) given by

\[
\hat{A} = |\phi\rangle \langle \phi| e^{-\beta H_0}, \quad [7a] \\
\hat{B} = \delta(r - \tilde{r}), \quad [7b]
\]

where \( H_0 \) is the Hamiltonian for the harmonic modes alone. The FB-IVR procedure requires a Fourier expansion of operator \( \hat{B} \), so that \( P_t(r) \) is given by (1d) Fourier integral

\[
P_t(r) = (2\pi\hbar)^{-1} \int dpe^{-ip\cdot\tilde{r}} P_t(p), \quad [8a]
\]

where the “structure factor” \( P_t(p) \) is given by

\[
P_t(p) = tr[A e^{iH t \hbar} e^{ip\cdot\tilde{r}} \delta]. \quad [8b]
\]

Eqs. 8a and 8b entail no approximation, but now we use the FB-IVR to approximate \( P_t(p) \),

\[
P(p) = (2\pi\hbar)^{-1} \int dp_0 dQ_0 \int dP_0 \int dP_0 \int dQ_0 e^{-iH t \hbar} \left| P_0, Q_0 \right| e^{-iQ_0 r_0} \left| P_0, Q_0 \right| C_0 \left| P_0, Q_0 \right| e^{iQ_0 r_0} \left| P_0, Q_0 \right| e^{iQ_0 r_0} \left| P_0, Q_0 \right|.
\]

Here, \( (p_0, r_0, P_0, Q_0) \) are the initial conditions of all degrees of freedom for a classical trajectory that is evolved in the usual way from time 0 to \( t \), at which point there is a momentum jump in the \( r \) degree of freedom

\[
p_1 = p_0 + p,
\]

with all other variables being continuous at \( t \), and the trajectory is then propagated back to time 0, with \( (p_1, r_1, P_0, Q_0) \) being the final values. \( S_0 \) is the classical action for the forward–backward trajectory, and \( C_0 \) is the appropriate prefactor. The important practical feature of the FB-IVR, Eq. 9, is that it involves only a single phase space average over initial conditions (rather than a double phase space average if a separate SC-IVR were used for each of the two propagators in the correlation function) and thus involves not much more computational effort than a classical calculation (i.e., typically a few thousand trajectories are sufficient for convergence). Even more important is the fact that the FB integrand in Eq. 9 is much less oscillatory than would be that of the
The radial distribution function \( P(r) \) of \( I_2 \) in a harmonic bath, at \( t = 192 \) fs (about \( 1/4 \) vibrational periods after initial excitation); \( T \) is the temperature of the harmonic bath. The solid line, which shows coherence structure, is the result of the forward–backward SC-IVR calculation, and the dash–dot curve is the result of a more approximate version (essentially classical mechanics with a Wigner distribution of initial conditions), which is clearly not able to describe these quantum features.

A double phase space average because the momentum jump in Eq. 10 involves only the “solute” degree of freedom, so that bath degrees of freedom have their contribution to the FB action integral \( S_0 \) partially cancelled out.

The results seen in this example are precisely what one would expect: Quantum coherence is progressively quenched as the temperature of the bath (or the coupling to it) is increased, and if it is fully quenched, then classical mechanics becomes a good approximation. The point of the exercise is that one is able to simulate this behavior quite reliably via this FB-SC-IVR methodology in a model system with many degrees of freedom.

There is nothing that would prevent a similar calculation (or that of any correlation function) for a more realistic model of a “real” molecular system, other than the increased computer time necessary for computing trajectories with a more realistic (and therefore complicated) potential energy surface. One would then be in the situation of having the simulation tell one whether quantum effects matter a lot, a little, or not at all, rather than simply having to assume that they do not matter (as one is doing when using only classical MD simulation).

This example (and others like it) provides “proof of principle” for the practicality of using semiclassical theory to add quantum effects to classical MD simulations of complex molecular systems. There is of course much work to be done to make this a full reality, but the way is reasonably clear.
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