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1. Introduction

A variety of microscopic processes occurring at the gas–solid interface (for example, adsorption, desorption, diffusion, reaction, surface reconstruction, and adsorbed layer ordering) play essential roles in heterogeneous catalysis. Much of the work devoted to studying these phenomena involves determining their kinetics. In this paper we provide a review of how the kinetics of these processes can be modeled. The methods which have been used to treat the kinetics of surface rate processes can be broadly divided into two categories, analytical and numerical. In the analytical approach, rate equations describing the time dependence of the fractional coverages \( \theta_A \) and \( \theta_B \) on the surface. In the presence of correlations, it becomes necessary to include additional rate equations that account for the time dependence of, for instance, the probability \( \theta_{AB} \) of finding unlike nearest-neighbor pairs of adsorbed reactants. The types of pairs which must be considered depend upon the range of the correlations. It may also be necessary to consider, for instance, the probability \( \theta_{ABA} \) of occurrence of like-triplets of neighboring ABA adsorbates. Generally, a hierarchy of coupled rate equations can be formulated for quantities such as \( \theta_A \), \( \theta_B \), and \( \theta_{AB} \). This introduces mathematical difficulties in solving for the time-dependent behavior of the system. Generally, even for nonreacting systems, the solutions can be obtained analytically only for special cases. Approximations have to be made in order to uncouple, for instance, the rate equations describing quantities such as \( \theta_{xy} \) and \( \theta_{zxy} \) from the rate equations for the fractional (site) coverages \( \theta_z \).

This is a serious drawback because a realistic heterogeneous catalytic system can be quite complicated. It can include two or more interacting adsorbed species, the lateral interactions between the adsorbates may not be isotropic, the surface may reconstruct, and the occurrence of reaction (itself may cause nontrivial correlations to arise in the distribution of the adsorbed species. It can, thus, be expected that the rate equations describing a heterogeneous catalytic system are rather involved to formulate and quite difficult to solve.

In the numerical approach we surmount such problems by either pretending that the correlations do not exist, when we assume a random distribution of adsorbed particles, or by employing mean field approximations which treat only the short-range (pair) correlations, described by the \( \theta_{xy} \)'s, exactly. However, such mean field approximations may not provide quantitatively accurate results and, even worse, may not even provide qualitatively correct descriptions of the phenomena, particularly when long-range correlations cannot be neglected.

In the numerical approach no approximations need to be made in dealing with the distribution of adsorbed particles on the surface because this issue, in principle, can be treated exactly using Monte Carlo simulations. It is also comparatively easy to gain...
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microscopic insight from Monte Carlo simulations even for relatively complicated lattice gas models. It is, for instance, straightforward to incorporate precursor states, and surface reconstructions are naturally described by allowing the surface atoms to relax.

We will first discuss the basic principles involved in performing Monte Carlo simulations. Simulating equilibrium situations merely involves the sampling of configurations which are distributed according to the correct distribution. However, simulating time-dependent systems requires a consideration of the relationship between each step in the simulation and the real time in which the system is evolving. We will discuss this issue in some depth. Following this description of how Monte Carlo simulations can be performed, we will discuss some applications.

2. Monte Carlo Simulations of Equilibrium Phenomena

The crux of Monte Carlo simulations is the important sampling procedures which allow configurations $C$ of the system which is simulated to be generated according to some distribution $P(C)$.

$$P(C_i) = \exp(-\frac{H(C_i)}{k_B T})\sum_j \exp(-\frac{H(C_j)}{k_B T})$$

where $H$ is the Hamiltonian for the system and the sum is over all configurations of the system. The configuration $C$ of a lattice gas is dictated by the positions of filled and empty lattice sites. We allow transitions from an initial configuration $C_i$ to a final configuration $C_f$ to occur with a probability of $\omega(C_i,C_f)$. Detailed balance requires that at equilibrium the distribution of configurations satisfies

$$\omega(C_i,C_f)P_{eq}(C_i) = \omega(C_f,C_i)P_{eq}(C_f)$$

where $P_{eq}(C)$ is the Boltzmann distribution.

A straightforward way to perform this importance sampling procedure is the Metropolis algorithm. Starting from an initial configuration $C_i$, the probability of a transition to another configuration $C_f$ is given by

$$\omega(C_i,C_f) = \begin{cases} 1 & \text{for } \Delta E_{tf} \leq 0 \\ \exp(-\Delta E_{tf}/k_B T) & \text{for } \Delta E_{tf} > 0 \end{cases}$$

where $\Delta E_{tf} = E_f - E_i$ is the change in energy if the configuration changes from $C_i$ to $C_f$. Another important sampling algorithm that generates configurations according to a Boltzmann distribution is the Kawasaki algorithm for which the transition probability is given by

$$\omega(C_i,C_f) = \exp(-\frac{\Delta E_{tf}}{2k_B T})[\exp(-\frac{\Delta E_{tf}}{2k_B T}) + \exp(\frac{\Delta E_{tf}}{2k_B T})]$$

Each of these algorithms obviously satisfies detailed balance and generates a distribution of configurations suitable for computing the properties of a system at thermal equilibrium. This has been exploited in calculating the phase diagrams for various models.
of nonreacting adsorbed overlayers. The square lattice gas with nearest-neighbor and next-nearest-neighbor repulsive interactions has, for example, been studied very intensively using Monte Carlo simulations.

These algorithms for computing the transition probabilities \( \omega(C_i,C_f) \) can be used in the following straightforward fashion. Beginning with a lattice on which the lattice gas particles are randomly distributed, a pair of lattice sites is selected at random. If either both sites are occupied or both sites are vacant, the iteration is ended and a new pair of sites is selected. If one of the selected sites is occupied and the other is vacant, the change in energy \( \Delta E \) that occurs if the particle is moved from the former site to the latter is computed. This change in the configuration is accepted or rejected according to one of the above prescriptions. Equilibrium properties can be calculated by sampling the configurations that are generated using this procedure. Although some technical difficulties arise from the use of a lattice of finite size to model a system in the thermodynamic limit, finite-size scaling procedures can be used to overcome these problems.

3. Simulation of Time-Dependent Phenomena

Besides being used merely as an algorithm for constructing equilibrium ensembles of configurations, the Monte Carlo procedure of generating a new configuration from a previous configuration can itself be regarded as a simulation of the physical process by which the configuration of a lattice gas relaxes toward equilibrium. In the simulation procedure described above, the hopping of lattice gas particles from one site to a vacant nearest-neighbor site can be simulated by choosing nearest-neighbor pairs of sites. Frequently, time is then measured in terms of the number of Monte Carlo steps per site, that is the number of attempts per site which are made to change the configuration of the system. This measure of simulation time is often assumed to be linearly related to real time. Clearly, when such a dynamical interpretation is attached to the simulations, it becomes critically important to convert correctly from simulation time to real time. If we consider an arbitrary distribution in configuration space, it has been shown that the frequently assumed linear relationship between these two times is generally incorrect for nonequilibrium situations, although the deviation from the linear relationship may not be large when the distribution of the configurations is not changing rapidly.

Consider eq 4 for the transition probabilities in the Kawasaki algorithm. For a pair of configurations \( C_i \) and \( C_f \), it can be seen that the probabilities \( \omega(C_i,C_f) \) and \( \omega(C_f,C_i) \) sum to unity. It is also possible to formulate the transition probabilities between these configurations in terms of the activation energies \( E_{i,f} \) for transitions \( C_i \rightarrow C_f \) and \( C_f \rightarrow C_i \), respectively. This formulation is particularly relevant because, for thermally activated processes, the rate is determined by the magnitude of the energy barrier at the saddle point and not by the energy difference between the initial and final states. The forward transition probability in such a formulation would be given by

\[
\omega(C_i,C_f) = \exp(-E_{i,f}/k_BT)
\]

and a similar expression holds for the reverse transition. Since the difference in the energy of the configurations \( \Delta E_{i,f} \) is equal to \( E_{i,f} - E_{i,f} \), it is apparent that this “activation energy formulation” also satisfies detailed balance. Note that \( E_{i,f} \) and \( E_{i,f} \) are the activation energies for the forward and reverse transitions, and the difference of these two barriers is also equal to the difference in energy of the two configurations. However, it is likewise clear that the sum of the transition probabilities \( \omega(C_i,C_f) + \omega(C_f,C_i) \) is not equal to unity, and indeed, each pair of configurations \( C_i \) and \( C_f \) will, in general, have a different value for this sum. Thus, the Kawasaki algorithm speeds up each pair of transitions by normalizing the sum of its transition probabilities to unity. This, however, means that different pairs of transitions are speeded up by different amounts.

To summarize, eq 1 does not apply for nonequilibrium situations. For such situations transition probabilities must be chosen carefully, and in particular, eq 5 must be used rather than eqs 3 or 4. All three choices of transition probabilities will lead to a distribution of equilibrium configurations which satisfy eq 1, but only eq 5, which correctly describes thermally activated microscopic events, will be valid in nonequilibrium situations. If a system is at a nonequilibrium steady state, for example, a surface reaction in which reactants are constantly supplied to the gas phase and products constantly removed from the gas phase, eq 5 can be used to describe the rates of surface reaction, surface diffusion, and product desorption. Equation 1 will not describe the distribution of surface configurations in such a case. If the system, however, is allowed to go to equilibrium by stopping the supply of new reactants to the gas phase, by not removing the products from the gas phase, by allowing adsorption of the product molecules, and by allowing the reverse surface reaction to occur, then both eqs 5 and 1 produce the same equilibrium distribution.

What does all this imply about the relationship between simulation time and real time? If we are performing Monte Carlo sampling, using the Kawasaki algorithm, upon a stationary distribution of configurations, the distribution of the types of transitions that are attempted is also stationary and simulation time will be linearly related to real time. However, if the distribution of configurations is changing during the simulation, the distribution of the types of transitions which are attempted is also changing. Therefore, on average, the transitions at the beginning of the simulations will be speeded up by a different amount from the transitions later in the simulation. The relationship between real time and simulation time clearly cannot be linear if we take the number of Monte Carlo steps as a measure of the simulation time. Depending upon how fast the distribution of attempted configurations is changing, this deviation from linearity may or may not be large.

This nonlinear relationship is demonstrated most clearly in Figure 1, which is reproduced from ref 26, in which the effect of time-dependent adatom hopping
rates upon domain growth kinetics is investigated. In Figure 1, \(t\) denotes a measure of time obtained from an activation energy formulation of the transition probabilities. The details will be discussed in section 6 in connection with eq 8. The quantity \(U\) is another measure of time which is simply proportional to the number of Monte Carlo steps which have been executed in the simulations. Such a measure of time, in effect, rescales the rate of all transitions for each configuration by fixing the average transition rate to a value which is independent of the configuration, i.e., a procedure analogous to the Kawasaki algorithm. It can be seen that \(t\) and \(U\) are not linearly related. Also note that as the domains coarsen (at long "times"), the nonlinearity decreases since the distribution of configurations changes more slowly when the domains are larger. This latter effect is necessary for the validity of simulations aimed at obtaining growth exponents using computationally efficient, but perhaps not very physical, prescriptions for the transition probabilities.

The same conclusion was also reached in a study in which the self-diffusion coefficient for a lattice gas was calculated. By using different prescriptions to compute the jump rates, different self-diffusion coefficients were obtained, although the equilibrium behaviors were the same. Although we have discussed this issue in terms of only the activation energy formulation and the Kawasaki algorithm, the same considerations also apply to other formulations of the transition probabilities.

Somewhat relevant to the issue of relating real time to simulation time is the technical consideration of the efficiency of a simulation. In the activation energy formulation, the transition probabilities can be extremely small in the case of large barriers and low temperatures. If the simulations were to be performed by addressing each possible transition at random, the number of successful moves would be very small compared to the total number of attempts. Thus, the simulation would be quite inefficient. Of course, the Kawasaki transition probabilities alleviate this problem because these probabilities are normalized to unity for each pair of transitions regardless of the configurations involved. The remedy for the activation energy formulation is not new and was proposed by Bortz et al.\(^{28}\) The basic idea is to make a list of all possible transitions which a configuration \(C\) can undergo. One of these transitions is selected according to its probability, the configuration is changed accordingly, and the list of possible transitions is updated. The time increment is then equal to the mean interevent time computed according to the distribution of possible transitions for the configuration \(C\). This procedure is iterated. The details and the relevant equations for such a procedure, which has been used in several applications, will be discussed below in section 6.

4. Adsorbate Aggregation

We have emphasized that, in general, correlations exist between the adsorbed species. This leads to ordering or aggregation, the effects of which upon the kinetics of surface reactions have been widely studied using Monte Carlo techniques. In this section we will discuss some of the results that have been obtained. Consider the reaction between two adsorbates \(A\) and \(B\), the distribution of \(B\) on the surface being random. If we consider the adsorbate distribution of \(A\) to be random also, we would expect the reaction rate to be proportional to the fractional coverage \(\theta_A\). On the other hand, if adsorbate \(A\) is distributed in the form of compact islands on the surface, the reaction rate would be expected to be proportional to the length of the perimeter of these islands, and, hence, proportional to \(\theta_A^{1/2}\). Using Monte Carlo simulations this simple model has been investigated by Silverberg, et al.\(^{29}\) They found that the reaction rate scales neither as \(\theta_A\) nor as \(\theta_A^{1/2}\). Rather, from their simulations it was found that the exponent ranges between 0.59 and 0.7.\(^{29}\) While the actual value of the exponent might contain information concerning the fractal dimension of the perimeter, it is clear that neither assuming the adsorbate to be distributed randomly nor assuming the adsorbate to be in the form of compact islands on the surface is adequate for the model which was studied. A similar result was obtained earlier by Stiles and Metiu\(^{30}\) who showed that the reaction rate between adsorbates \(A\) and \(B\) cannot be expressed in terms of the simple mass–action form, \(k_0\theta_A\theta_B\).

Adsorbate aggregation in the form of \((\sqrt{3} \times \sqrt{3})\)-R30° domains of molecularly adsorbed nitrogen has also been investigated using Monte Carlo simulations.\(^{31}\) A hexagonal lattice was used to simulate the Ru(001) surface, and the nitrogen molecules were modeled as lattice gas particles which have nearest-neighbor and next-nearest-neighbor lateral interactions. The strengths of these interactions were obtained by fitting the simulation results to experimental data. The Monte Carlo simulations clearly show that adsorbate aggregation in this system occurs in four stages: nucleation of domains; growth...
of isolated domains; simultaneous growth at isolated domain boundaries and at antiphase domain boundaries; and growth of antiphase domains. Figure 2 shows snapshots of the simulation which illustrate these issues in an unambiguous fashion. Such work demonstrates the possibility of gaining microscopic insight into complex physical phenomena via simulations.

In the simulations discussed above, the extent of aggregation is controlled by the strength of the lateral interaction between the lattice gas particles. However, Monte Carlo studies of reacting lattice gas models have shown that reactant aggregation can also occur in the absence of any lateral interaction. This is a consequence of the reaction and removal from the lattice of nearest-neighbor AB pairs of particles. Indeed, this source of correlation can lead to kinetic phase transitions, as shown by Ziff, Gulari, and Barshad. In the so-called monomer–dimer model

\[ A(g) \rightarrow A(a) \]
\[ B_2(g) \rightarrow 2B(a) \]
\[ A(a) + B(a) \rightarrow AB(g) \]

where \( g \) and \( a \) denote gas-phase and adsorbed particles, respectively, the system exhibits three possible phases. When the relative probability of adsorption \( p_A \) of A is lower than approximately 0.391, the surface is poisoned by adsorbate B, and when \( p_A \) is greater than approximately 0.525, the surface is poisoned by adsorbate A. Only for intermediate values of \( p_A \) does a reactive steady state exist.

Recently, there has been much interest in this system, and Monte Carlo simulations have been used to study the kinetics. In addition, the effects of desorption, surface diffusion, lateral interactions, and a hot-dimer adsorption mechanism upon the behavior of this system have each been investigated using Monte Carlo simulations. In addition to Monte Carlo methods, mean-field approximations at the site and at the pair level have been used to study the monomer–dimer model. The mean-field approximation at the pair level gave good agreement with Monte Carlo simulations for the first-order kinetic phase transition to surface poisoning by A. The agreement with Monte Carlo simulations is not so good for the second-order transition to surface poisoning by B, tending to indicate that only the first-order transition is mean field in nature.

There has also been some interest in the so-called monomer–monomer model:

\[ A(g) \rightarrow A(a) \]
\[ B(g) \rightarrow B(a) \]
\[ A(a) + B(a) \rightarrow AB(g) \]

first studied by Wicke et al., and for which exact solutions for the fluctuations in the saturation coverage and reaction rates exist. In particular, relating the roughening of the interface of the aggregates of adsorbed molecules which are formed to the reaction rate is relevant to heterogeneous catalysis. In the monomer–monomer model, the reaction rate decreases with time as a result of segregation of the A and B adparticles for lattices of dimension less than or equal to two. It has been postulated that the exponent \( \alpha \) for the time dependence of the reaction rate \( R \sim t^\alpha \) is related to the exponent \( \beta \) for the time dependence of the roughness \( \sigma \sim t^\beta \) of an initially flat interface between semiinfinite domains of A and B. By performing Monte Carlo simulations in which the initial configuration consists of half a monolayer of A particles and half a monolayer of B particles, both randomly distributed on the lattice, Kang and Weinberg found the value of \( \alpha \) to be approximately equal to 0.916. Then, by performing simulations in which the initial configuration consists of semiinfinite domains of A and B separated by a straight interface, the roughening exponent for the interface was found to be 0.455. These results show very good agreement with the postulated relationship, namely, \( \alpha = 2\beta \). For these simulations, the simulation time is linearly related to the real time, and the latter can be measured simply by the number of Monte Carlo steps per site.

5. Precursor-Mediated Adsorption

One of the advantages of using Monte Carlo simulations to study models of adsorbed systems is the ease with which relatively involved models may be simulated. To illustrate this, we review here an investigation of the probability of precursor-mediated physical adsorption of ethane, from a supersonic molecular beam, onto the reconstructed Ir(110) surface. Since the adsorption is precursor mediated, in the model each site on the lattice can be in one of three possible states: vacant, occupied by a physically adsorbed particle, or occupied by a physically adsorbed particle and a particle trapped in the precursor state in a second layer. Each iteration in the simulations is begun by selecting a lattice site at random. If the site is occupied by a precursor particle, then the particle attempts either to hop to one of its four nearest-neighbor sites or to desorb, each of the five possibilities being selected with equal probability. The probability of success of a hop is given by \( p_m \) and that for desorption is given by \( p_d \). A hop is allowed only if the nearest-neighbor site which is selected is not already occupied by a precursor particle, and if a hop occurs into a vacant site, the precursor particle becomes physically adsorbed. If the site selected at the beginning of the iteration is vacant or is occupied by only a physically adsorbed particle, then a gas-phase particle is allowed to impinge upon it with a probability of \( p_f \). The impinging particle is adsorbed with a probability of \( p_0 \) if the site is vacant and with a probability of \( p_1 \) if the site is occupied by a physically adsorbed particle.

The simulation, thus, requires an input of five parameters; \( p_0 \) and \( p_1 \) depend upon the experimental molecular beam energy, while \( p_d \) and \( p_m \) do not, and \( p_f \) depends upon the beam flux. Of these parameters, the value of \( p_0 \) can be obtained from experimental data for a clean surface. The values of \( p_d \) and \( p_m \) are obtained from fitting the simulation results to the data. We can take \( p_m \) to be equal to unity and vary the ratio \( p_d/p_m \) to obtain the best fit. Since \( p_0 \) does not depend on the beam energy, it should be
Figure 2. Snapshots of Monte Carlo simulations of the nucleation and coarsening of (\(\sqrt{3} \times \sqrt{3}\))R30° domains. Microscopic insight into the ordering of N₂ on Ru(001) is provided from such simulation results. (Reprinted from ref 31. Copyright 1985 American Institute of Physics.)
Figure 3. Results from simulations of the precursor-mediated physical adsorption of ethane on the reconstructed Ir(110) surface. a: The crosses indicate experimental results and the circles are the simulation results. These results are for a molecular beam energy of 6.6 kcal/mol. b: The crosses indicate experimental results and the line indicates simulation results for an infinitesimal molecular beam flux. Note the absence of the "tail" seen in the experimental results and the simulation results of part a. (Reprinted from ref 15. Copyright 1990 American Institute of Physics.)

noted that the simulation results for the best values of these parameters must fit the experimental data at all beam energies in order to be physically consistent.

Some of the results from the Monte Carlo simulations performed by Kang, Mullins, and Weinberg, using the procedure described above, are shown in Figure 3a. The crosses are experimental data and the circles are results obtained from simulations for a beam energy of 6.6 kcal/mol. The agreement between the two is very good indeed. In addition to this type of simulation, by modifying the procedure slightly, it was possible to simulate the limiting situation in which the beam flux tends to zero. This is achieved by following the trajectory of each impinging gas-phase particle until it either desorbs or becomes physically adsorbed at a vacant site before introducing another gas-phase particle into the system. Results from simulations using this modified procedure do not exhibit the "tail" which is observed in the experimental beam reflectivity measurements, as may be seen in Figure 3b. By making use of this piece of information, it was possible to extract from the simulation results, particularly from the magnitude of the "tail" in the reflectivity measurements, values for the desorption barrier and migration...
barrier for a precursor molecule. These physical quantities are not readily amenable to direct measurement. Thus, the possibility of extracting them from experimental data clearly shows the utility of Monte Carlo simulations in dealing with a somewhat involved physical model.

When a gas molecule impinges upon a site in which there is already a trapped precursor, the situation becomes more complicated than when it impinges upon either a vacant site or on top of a layer of already adsorbed molecules. The trapped molecule may gain sufficient energy to desorb along with the impinging molecule, or the impinging molecule may be scattered from the trapped molecule and become trapped itself while desorbing the previously trapped molecule. Such events were justifiably neglected in the simulations discussed above because it was found that the fractional coverage of the precursor was in all cases smaller than approximately 0.06. Intrinsic precursor states were also quite rightly not considered in these simulations which modeled physical adsorption. However, it is not difficult to incorporate such mechanisms into the simulation procedure for systems in which they play important roles.

6. Temperature-Programmed Desorption

One of the most widely used experimental techniques for studying the binding energies of adsorbed species is temperature-programmed desorption. Experimental results have traditionally been analyzed using the Arrhenius (or Polanyi-Wigner) expression for the dependence of the desorption rate coefficient upon fractional surface coverage \( \theta \) and temperature \( T \), i.e.

\[
R_d = k_d^{(0)}(\theta) \exp(-E_d(\theta)/k_B T)\theta^n
\]

(6)

where \( k_d^{(0)}(\theta) \) and \( E_d(\theta) \) are, respectively, the preexponential factor and activation energy of the desorption rate coefficient, and \( n \) is the order of the desorption reaction.\(^{50-57} \) If the adsorbed atoms or molecules are randomly distributed on the surface at all times, and \( k_d^{(0)} \) and \( E_d \) do not depend upon \( \theta \), the TPD spectrum can be obtained trivially by integrating the rate expression. However, such conditions are generally not satisfied for most systems of interest in heterogeneous catalysis. The activation energy \( E_d \) and the preexponential factor \( k_d^{(0)} \) frequently depend upon the coverage, and indeed may show kinetic compensation.\(^{58,59} \) In addition, as we have seen above, even the occurrence of reaction between nearest-neighbor pairs of adsorbates produces correlations between the adsorbed species. We can formulate rate equations which take such effects into account, but, as noted above, the hierarchy of equations that results requires some approximation for closure. Mean-field approximations are often used to provide closure and are qualitatively useful. However, since Monte Carlo simulations can provide exact answers and are readily performed even for complicated lattice gas models, they are now widely used to analyze experimental TPD spectra. Several workers have published algorithms for such analyses.\(^{13,60-62} \)

Clearly, in simulating temperature-programmed desorption, it is essential to use the correct measure of time in the simulations. In a recent algorithm employed by Meng and Weinberg to simulate first-order desorption, particular attention is paid to this issue.\(^{63} \) The correct relationship between simulation time and real time is obtained by calculating the time increment directly from the total rate of desorption from the surface using a relationship that is easily derived from the rate equation. Since this algorithm is very useful and can be extended in a straightforward fashion to higher order desorption,\(^{64} \) we will describe the main features here.

The basic idea is to write the rate of desorption from the surface in the form

\[
-\frac{dN}{dt} = \sum_i N_i k_d^{(0)}_i \exp(-E_{d,i}/k_B T)
\]

(7)

where \( N \) is the total number of adsorbed molecules and \( N_i \) is the number of adsorbed molecules for which the local configuration of the adsorbed layer is denoted by the subscript \( i \). Generally, \( E_{d,i} \), the activation barrier for a molecule with local configuration \( i \), is dependent upon its local configuration via lateral interactions. However, the corresponding preexponential factor \( k_d^{(0)}_i \) can frequently be assumed to be a constant \( k_d^{(0)} \) independent of the local configuration.\(^{65} \) At any time, the average time increment for the desorption of a molecule from the surface is, thus, given by

\[
\tau(N) = 1/\sum_i N_i k_d^{(0)}_i \exp(-E_{d,i}/k_B T)
\]

(8)

Similarly, the probability that a particular molecule with a local configuration \( j \) desorbs in an interval of time equal to \( \tau \) is given by

\[
P_j = N_j k_d^{(0)}_j \exp(-E_{d,j}/k_B T)\sum_i N_i k_d^{(0)}_i \exp(-E_{d,i}/k_B T)
\]

(9)

Hence, for any configuration occurring in the course of a simulation, we compute \( \tau \), and this will then be the time increment for the successful desorption of any one molecule from the surface. After each molecule is desorbed, the configuration is changed and the list of transitions is updated. The quantity denoted by \( t \) in Figure 1 is the measure of time obtained using the time increment \( \tau \) for each Monte Carlo step. The nonlinearity of \( \tau \) and the number of Monte Carlo steps has been noted above. In simulating temperature-programmed desorption experiments, the temperature of the surface is also updated using this time increment and the imposed temperature ramp. In addition, thermal equilibrium is reestablished via surface diffusion of the adsorbed molecules. Minimization of the total energy is frequently used as a criterion for deciding when the configuration is representative of thermal equilibrium.

In order to treat higher-order desorption, or reaction, the procedure described above only needs to be modified slightly.\(^{64} \) For example, to treat the temperature-programmed reaction between adsorbates
A and B, we need to keep track of a list of all nearest-neighbor AB pairs, assuming that reaction occurs between nearest-neighbor pairs. Each pair will have a particular local configuration which affects its reaction probability. Simultaneous desorption, reaction, and diffusion can obviously be simulated in the same manner if the rates for all these processes are comparable. If the diffusion rate is very much faster, we can always allow the surface configuration to relax completely to equilibrium before simulating the slower processes using the procedure outlined above. This relaxation to equilibrium can be achieved by simulating surface diffusion, as was done by Meng and Weinberg or by using a mean-field approximation to populate the sites of a lattice. The latter would be more efficient since it involves fewer steps, but it may not be satisfactory if the correlation length is large.

7. Conclusions

We have reviewed the use of Monte Carlo simulations in modeling the kinetics of the elementary processes important in heterogeneous catalysis. The review deals principally with the importance of using the correct measure of time in simulations of time-dependent phenomena. We have also discussed the important sampling procedure that is basic to Monte Carlo simulations, whether for equilibrium or non-equilibrium situations. The extension of the simulations to time-dependent problems was treated in detail and it was shown that, in general, the relation between real time and the number of Monte Carlo steps is not linear. The latter quantity should, therefore, be used only with great care as a measure of simulation time.

In addition to the discussion of the basic issues involved in performing Monte Carlo simulations, we have also described some previous work. This was done to illustrate the usefulness of the technique when confronted with modeling a heterogeneous catalytic system which may be rather complicated in terms of the elementary processes involved. A temperature-programmed desorption simulation procedure which incorporates the correct measure of time and is computationally efficient was reviewed in some detail. Although methods such as mean field approximations can allow an analytical treatment of some simple lattice gases, the use of numerical simulation methods is unavoidable for quantitatively accurate modeling of typical surface reaction systems. This is because, typically, the statistics of the adsorbed layer can only be treated approximately using analytical methods. However, the use of Monte Carlo simulations can, in principle, treat the statistics of the adsorbed layer exactly. With increasing computational power, Monte Carlo simulations have rapidly become an important tool for investigating complex systems and should play an increasingly important role in elucidating heterogeneous catalysis.
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