Iterative and direct Chebyshev collocation spectral methods for one-dimensional radiative heat transfer
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A B S T R A C T

In this paper, the Chebyshev collocation spectral method for one-dimensional radiative heat transfer equation with participating media is presented; and sequentially the iterative and direct solvers are developed. Implementation of the new method shows its flexibility to complex problems: highly anisotropic and space-dependent scattering. The new solvers can provide exponential convergence in space and can capture large oscillations. Numerical results verified the high accuracy of the new method, and its competitive ability compared with other newly appeared methods.

Spectral methods can provide exponential convergence in space [15] and have been widely used to solve Navier–Stokes equations in CFD [16,17], Maxwell equations in electrodynamics [18], and magnetohydrodynamics (MHD) equations in magneto-fluids-mechanics [19,20], etc. Despite the high accuracy and efficiency of spectral methods, there are seldom applications of spectral methods in radiative heat transfer computation. The main reason may exist in that the spectral methods are not suitable to the solutions of multidimensional complex geometries. To overcome this drawback of spectral methods, the spectral element methods which combined high accuracy of spectral method and flexibility to complex geometry of finite element method, were developed [11,21]. For pure spectral methods, the three works related to radiative transfer appeared in [22–24]. However, all these three works are not really correlated with “heat transfer” by thermal radiation but with quantum physics [22] or electromagnetic wave propagation and scattering [23,24]. Besides this fact, their final resultant algebraic equations need to be solved are in coefficient space, in another word, spectral equations. Very recently, Aouled-Dlala et al. [25] used the finite Chebyshev transform (FCT) for the discretization of angular derivative terms in cylindrical and spherical systems. According to the authors’ knowledge, there is not any work on Chebyshev collocation methods for radiative heat transfer.

In the following of this paper, the Chebyshev collocation methods for 1D RTE will be presented in detail in Section 2. The discretized equations can be solved iteratively and directly, and the processes will be described in Sections 3 and 4, separately. Validations by typical cases with exact solutions and other numerical results are stated in Section 5. Finally the last section gives the conclusions and remarks.
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2. Chebyshev collocation method for 1D RTE

2.1. Governing equation and boundary condition

The governing equation for radiative heat transfer in absorbing-emitting and scattering gray medium in term of radiation intensity reads [5,6]

\[ \Omega \cdot \nabla I(r, \Omega) + (k + \sigma)I(r, \Omega) = k_d(r) \]

\[ + \frac{\sigma}{4\pi} \int_{\Omega'} \Phi(\Omega' \to \Omega)I(r, \Omega') \, d\Omega' \]  

(1)

with boundary conditions

\[ I(r, \Omega) = \tilde{I}(r, \Omega) + d_0(r) + \frac{\rho}{4\pi} \int_{\partial\Omega} I(r, \Omega') \, d\Omega' \]  

(2)

where all the symbols' explanations are referred to [11].

The anisotropic scattering phase function in Eq. (1), \( \Phi(\Omega' \to \Omega) \), in term of direction cosine \( \mu \) is defined by

\[ \Phi(\mu' \to \mu) = K(\mu', \mu) = \sum_{l=0}^{L} d_l P(l\mu) P(l\mu'), \quad d_0 = 1 \]  

(3)

where \( P(l\mu) \) are Legendre polynomials and \( d_l \) are specified corresponding coefficients, and \( L = 0 \) corresponds to isotropic scattering.

The one-dimensional DOM form of Eq. (1) gives

\[ \mu^m \frac{\partial I^m(x)}{\partial x} + \beta(x)I^m(x) = \frac{\sigma(x)}{2} \sum_{m=0}^{M} K(\mu^m, \mu^m)I^m(x)w_m \]

\[ + k(x)I_b(x), \quad \forall m \]  

(4)

where \( \beta(x) = k(x) + \sigma(x) \), is called extinction coefficient.

2.2. Chebyshev collocation spectral formulation

For Eq. (4), \( M \) directions, \( \{\mu^1, \mu^2, \ldots, \mu^M\} \), together with their corresponding weights, \( w_m \) \( (m = 1, 2, \ldots, M) \), are selected to discretize the angular dependent intensity, while for space discretization, the Chebyshev collocation spectral method will be used. Similar as in [11], the strategy of the RTE discretization in this article belongs to the category of so called space-angle decoupling.

First, the mapping of arbitrary interval \([X_1, X_2]\) to standard interval \([-1, 1]\) is needed to fit the requirement of Chebyshev polynomial

\[ s = 2x - (X_2 + X_1) \]  

(5)

After mapping Eq. (4) becomes

\[ \mu^m \frac{\partial I^m(s)}{\partial s} + \beta(s)I^m(s) = \frac{\sigma(s)}{2} \sum_{m=0}^{M} K(\mu^m, \mu^m)I^m(s)w_m + k(s)I_b(s), \quad m = 1, 2, \ldots, M \]  

(6)

The Gauss–Lobatto collocation points [16,17,26] are used for spatial discretization

\[ s_i = \cos \frac{\pi i}{N}, \quad i = 0, 1, \ldots, N \]  

(7)

The Chebyshev approximation of radiative intensity reads

\[ I^m_N(s) = \sum_{k=0}^{N} c_{mk}T_k(s) \]  

(8)

where the \( T_k(s) \) is the first kind Chebyshev polynomial, the coefficients \( c_{mk} \), \( k = 0, 1, \ldots, N \) are determined by requiring \( I^m_N(s) \) to coincide with \( I^m(s) \) at the collocation points \( s_i, i = 0, 1, \ldots, N \), and the polynomial of degree \( N \) defined by Eq. (8) can be the Lagrange interpolation polynomial based on the set \( \{s_i\} \)

\[ I^m_N(s) = \sum_{j=0}^{N} h_j(s)I^m(s_j) \]  

(9)

with \( I^m_N(s) = I^m(s) \), and \( h_j(s) \) is the polynomial of degree \( N \) and is a function of the first order derivative of Chebyshev polynomial. Its detail definition and expression can be found in [17].

The representation Eq. (9) is equivalent to Eq. (8) and will be used in our formulations to avoid spectral coefficients solution, and further to avoid fast cosine transformation.

After substitution of derivative matrices in \( s \) [16,17,26], the discretized form of Eq. (6) reads

\[ \sum_{k=0}^{N} A^{m}_{kN} I^m_k + \sum_{k=0}^{N} B_k I^m_k = f^m, \quad m = 1, 2, \ldots, M \]  

(10)

where

\[ A^{m}_{kN} = m \left( \frac{2}{X_2 - X_1} \right) D^{m}_{nk} \]  

(11)

\[ B_k = \begin{cases} (\beta(s_i)), \quad i = k \\ 0, \quad \text{otherwise} \end{cases} \]  

(12)

\[ f^m = \frac{\sigma(s_i)}{2} \sum_{m=0}^{M} K(\mu^m, \mu^m)I^m(s_i)w_m + k(s_i)I_b(s_i) \]  

(13)

and \( D^{m}_{nk} \) is the first order derivative matrix in \( s \) direction corresponding to Gauss–Lobatto collocation points and its detail computation can be found in [16,17,26].

Eq. (10) is valid for all directions, and for each direction \( m \), the matrices \( A \) and \( B \) have the same size and can be incorporated into one matrix. Thereafter Eq. (10) can be rewritten as

\[ \sum_{k=0}^{N} C_{km} I^m_k = f^m, \quad m = 1, 2, \ldots, M \]  

(14)

where \( C_{km} = A_{km} + B_k \).

Eq. (14) has to be solved with appropriate boundary conditions. The boundary conditions, whether they are of Dirichlet or Neumann type, can easily be imported and the detail can be found in text book like [15–17,26].

We finally rewrite Eq. (14) as following after boundary conditions import

\[ C^{m} I^m = F^m, \quad m = 1, 2, \ldots, M \]  

(15)

3. Iterative solver

From the above formulations we know that the unknown vector \( F^m \) is also included in the right hand side of Eq. (15). The intuitive decision is to solve it iteratively. The implementation of iterative solver for Eq. (15) can be carried out according to the following routine:

Step 1: Import boundary conditions.
Step 2: Give \( F^m \) an initial assumption (zero for example) in all directions except for boundary conditions.
Step 3: Compute \( F^{m, new} \) according to Eq. (13).
Step 4: Directly solve Eq. (15) by \( I^m = (C^{m})^{-1} F^{m, new} \) for all \( m \).
Step 5: Compare the newly solved \( F^m \) with their initial assumption or former iteration values for all directions and nodes and find the maximum absolute difference.
Step 6: Terminate the iteration if the maximum absolute difference is less than the tolerance (10\(^{-12}\) for example), otherwise go back to step 3.
In principle, there are no obstacles to executing this routine. However, great care should be taken in choosing the number of nodes, \( N \). Because the matrix \( A \) related to the first order derivative matrix \( D \), corresponding to Chebyshev Gauss–Lobatto collocation points, can be ill-conditioned with its elemental values being as large as \( 10^{14} \) [17]. The detail discussions concerned with condition number and spectral radius are referred to [17,26,27].

### 4. Direct solver

For Eq. (15), direct solution is certainly more attractive due to the high efficiency when the computer memory is sufficient.

First, assemble all directional radiative identities into to one large vector

\[ \mathbf{I} = (I^L_0, I^L_1, \ldots, I^L_m, I^m_0, I^m_1, \ldots, I^m_N)^T \]  

(16)

Accordingly, the vector \( \mathbf{P} \), being of the right hand side of Eq. (15), is also reconstructed to be of rectangular matrix which thereafter is free of up index

\[ \mathbf{F}(s) = \mathbf{H}\mathbf{I} \]  

(17)

\[ \mathbf{H} = \begin{bmatrix} \mathbf{H}^{L1} & \mathbf{H}^{L2} & \cdots & \mathbf{H}^{LM} \end{bmatrix} \]

(18)

where

\[ \mathbf{H}^{Lm} = \begin{bmatrix} H_{Lm}^1 & H_{Lm}^2 & \cdots & H_{Lm}^M \end{bmatrix} \]

and

\[ H_{Lm}^j = \text{diag}(h_{Lm}^1, h_{Lm}^2, \ldots, h_{Lm}^j) \]

(20)

hence

\[ h_{Lm}^j = \frac{a(s)}{2} w_j K(\mu^m, \mu^j) + k(s) I_0(s) \]

(21)

Afterward, Eq. (15) becomes

\[ \mathbf{C} = \mathbf{H}\mathbf{I} \]

(22)

where

\[ \mathbf{C} = \begin{bmatrix} \mathbf{C}^1, \mathbf{C}^2, \ldots, \mathbf{C}^M \end{bmatrix} \]

(23)

Keep in mind that, Eq. (22) is not the final form for direct solver because the boundary conditions have not been imported yet, and of course it will give unique solutions for preferred cases in which the boundary conditions are specified, as can be known in the next section.

### 5. Numerical results

To verify our spectral solvers for 1D RTE, three examples are adopted. The first example, which is copied from [11], is mainly used to test the accuracy of the method in the case of a localized sharp gradient of intensity. The second example is used mainly to test the suitability for large oscillations, and it is copied from [28]. The last one is much complicated with space-dependent albedo and highly anisotropic scattering [29].

#### 5.1. Example 1: transparent boundaries, no incident radiation, isotropic scattering medium within bi-unit strip

To show the exponential space convergence of Chebyshev collocation method for 1D RTE, a problem considering transparent boundaries, no incident radiation, and isotropic scattering medium within bi-unit strip is adopted [11]. Its modeled equation is

\[ \frac{\partial I(x, \mu)}{\partial x} + I(x, \mu) = f(x, \mu) \text{ in } [X_1, X_2] \times \Omega = [-1, 1] \times \Omega \]  

(24)

with boundary conditions

\[ I(-1, \mu) = I(1, \mu) = 0 \]

(25)

Giving a prescribed forcing function

\[ f(x, \mu) = \sin(\pi \mu)[\mu \pi \cos(\pi x) + \sin(\pi x)] \]

(26)

The analytic solution of Eq. (24) is given by

\[ I(x, \mu) = \sin(\pi x)\sin(\pi \mu) \text{ under such conditions.} \]

Here we used the \( S_0 \) approximation [5,6] for angular discretization, and \( \mu = 0.5773503 \). Similar as in many references for spectral methods applications, here three measures [30] are used to estimate the errors of our solvers.

\[ e_{\text{MAX}} = \max ||I_i - I_i^{\text{exact}}|| \]

(27)

\[ e_{\text{MSQ}} = \sum_{i=1}^{N-1} (I_i - I_i^{\text{exact}})^2 \]

(28)

\[ e_i^2 = \frac{\sum_{i=1}^{N-1} (I_i - I_i^{\text{exact}})^2}{\sum_{i=1}^{N-1} (I_i^{\text{exact}})^2} \]

(29)

These three errors against resolutions for example one are list in Table 1. Obviously one can see that the spectral solver can provide very high accuracy and the errors’ decrease show the exponential trends.

#### 5.2. Example 2: Gaussian shaped radiative source term between 1D parallel black slab

Capture the large oscillations of problems is an important index for numerical methods. Here we adopt the example [28] with Gaussian shaped radiative source term and nonscattering medium. This problem provides a very large nonphysical oscillation and its modeled equation is

\[ \frac{\partial I(x, \mu)}{\partial x} + kI(x, \mu) = e^{-(x-c)^2/\alpha^2}, \quad [X_1, X_2] \times \Omega = [0, 1] \times \Omega \]  

(30)

with boundary conditions

\[ I(0, \mu) = k^{-1} e^{-c^2/\alpha^2}, \quad \mu > 0 \]  

(31a)

\[ I(1, \mu) = k^{-1} e^{-(c-x)^2/\alpha^2}, \quad \mu < 0 \]  

(31b)

The analytic solution of Eq. (30) in the case of \( \mu > 0 \) is given by

\[ I(x, \mu) = I(0, \mu) \exp \left( -\frac{kx}{\mu} - \frac{\alpha \sqrt{\pi}}{2\mu} \right) \times \exp \left( \frac{k}{\mu} \left( x - \frac{\alpha^2 k}{4\mu} + \frac{c}{2} \right) \right) \times \text{erf} \left( \frac{zk}{2\mu} + \frac{c-x}{\alpha} \right) - \text{erf} \left( \frac{zk}{2\mu} - \frac{c}{\alpha} \right) \]

(32)

Using our direct solver to the case of \( c = 0.5, \alpha = 0.02, \mu = 1.0, \) and an optical thickness of \( t_1 = kx = 0.1 \). The results against three different resolutions are shown in Fig. 1.

### Table 1

MAX, MSQ and \( l^2 \) errors of the spectral solver for example 1

<table>
<thead>
<tr>
<th>( N )</th>
<th>( e_{\text{MAX}} )</th>
<th>( e_{\text{MSQ}} )</th>
<th>( e_i^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>( 10^{-2} )</td>
<td>( 10^{-2} )</td>
<td>( 10^{-2} )</td>
</tr>
<tr>
<td>9</td>
<td>( 10^{-3} )</td>
<td>( 10^{-3} )</td>
<td>( 10^{-3} )</td>
</tr>
<tr>
<td>13</td>
<td>( 10^{-4} )</td>
<td>( 10^{-4} )</td>
<td>( 10^{-4} )</td>
</tr>
<tr>
<td>17</td>
<td>( 10^{-4} )</td>
<td>( 10^{-4} )</td>
<td>( 10^{-4} )</td>
</tr>
<tr>
<td>21</td>
<td>( 10^{-4} )</td>
<td>( 10^{-4} )</td>
<td>( 10^{-4} )</td>
</tr>
</tbody>
</table>
The space-dependent scattering coefficient is characteristic of Chebyshev collocation points, but the oscillation in the middle is captured. The authors like to mention that, the nodes of Chebyshev collocation are clustered on two ends due to the intrinsic characteristic of Chebyshev collocation points, but the oscillation happened in the middle. So we used the grids transform [31] and gave uniform spacing grids in this example.

5.3. Example 3: anisotropic and space-dependent scattering medium with incident radiation within 1D parallel planes

From previous two examples we know that only the direct spectral solver is needed up to now because the unknown radiative intensities are not included in the right hand side of discretized RTE and only one direction cosine is used. From practical sense, more complicated cases may appear such as anisotropic scattering. Now one such typical example [29] is adopted in which the anisotropic and space-dependent scattering medium is included. Its 1D DOM governing equation is referred to Eq. (4) on the domain of \([X_0, X_N] \times \Omega = [0,1] \times [-1,1]\) but with a zero source term. The space-dependent scattering coefficient is \(\sigma(x) = x\) and extinction coefficient is \(\beta(x) = 1\). In [29], the authors represented the reflected (the ratio of scattering coefficient to extinction coefficient) in terms of Legendre polynomials, and solved the forward and backward radiation intensities, and radiation fluxes analytically. Now the cases together with their results are used as benchmark in many references. Same as in [11], two cases of external irradiation at a boundary are considered, namely, isotropic incidence and anisotropic incidence.

This time the \(S_8\) approximation [6] is used for angular discretization with the discrete-ordinates as \([-0.897327, -0.593795, -0.406205, -0.102672, 0.102672, 0.406205, 0.593795, 0.897327]\) and corresponding weights \(w_m = 0.25\). In order to check the influences of discrete-ordinates number on results, the \(S_{10}\) approximation is used also. The discrete-ordinates and corresponding weights for \(S_{10}\) can be found in [6]. The medium has a forward scattering with \(L = 7\) and \(d_i = \{1.0, 1.98398, 1.50823, 0.70075, 0.23489, 0.05133, 0.00760, 0.00048\}\) in Eq. (3).

5.3.1. Case 1: isotropic incidence

The expressions of boundary conditions are

\[
\begin{align*}
I(0, \mu) &= I_0(0, \mu) = 1 \text{ on } x = 0, \quad \mu \in (0,1) \\
I(1, \mu) &= \tilde{I}_0(1, \mu) = 0 \text{ on } x = 1, \quad \mu \in [-1,0]
\end{align*}
\]

(33a) (33b)

The execution of the iterative solver for multi discrete-ordinates \(M = 8\) of this example is nothing different from Section 3. However, the import of boundary conditions for direct solver needs more detail description continued from Section 4.

Going back to Eq. (22), one can get the new form after boundary conditions imported

\[
\tilde{C} - \tilde{H} \tilde{I} = \tilde{Q}
\]

(34)

In Eq. (34), \(\tilde{I}\) comes from Eq. (16) but the boundary node values were excluded, \(\tilde{C}\) and \(\tilde{H}\) come from Eq. (22) and include the consequent exchanges due to boundary conditions importing, and \(\tilde{Q}\) is an enlarged constant vector which appears also due to boundary conditions importing. Their detailed expressions are given in the following according to the present boundary conditions Eq. (33), respectively.

\[
\begin{align*}
I &= (I_0^1, I_N^1, \ldots, I_0^M, I_M^1, \ldots, I_{N-1}^M)^T \\
\tilde{C} &= \text{diag}(\tilde{C}^1, \ldots, \tilde{C}^M)
\end{align*}
\]

(35) (36)

where

\[
\begin{align*}
\tilde{C}^m &= \begin{cases} 
C^m(1: N, 1: N) & \text{if } \mu^m > 0 \\
C^m(0: N - 1, 0: N - 1) & \text{if } \mu^m < 0
\end{cases} \\
\tilde{H} &= \begin{bmatrix} 
H^{1,1} & H^{1,2} & \cdots & H^{1,M} \\
H^{2,1} & H^{2,2} & \cdots & H^{2,M} \\
\vdots & \vdots & \ddots & \vdots \\
H^{M,1} & H^{M,2} & \cdots & H^{M,M}
\end{bmatrix}
\end{align*}
\]

(37)

where

\[
\begin{align*}
\tilde{H}^m &= \begin{cases} 
H^m(1: N, 1: N) & \text{if } \mu^m > 0 \text{ and } \mu^m > 0 \\
H^m(1: N, 0: N - 1) & \text{if } \mu^m > 0 \text{ and } \mu^m < 0 \\
H^m(0: N - 1, 1: N) & \text{if } \mu^m < 0 \text{ and } \mu^m > 0 \\
H^m(0: N - 1, 0: N - 1) & \text{if } \mu^m < 0 \text{ and } \mu^m < 0
\end{cases}
\end{align*}
\]

(38)

\[
Q = \begin{bmatrix} 
Q^1 \\
Q^2 \\
\vdots \\
Q^M
\end{bmatrix}
\]

(39)

where
After the description of boundary conditions import, now we turn to the results of case 1.

Fig. 2 shows the computed contour plots of radiative intensity $I(x, l)$ in space-angle domain. Case 1 of example 3. (a) $S_8$ for angular discretization and (b) $S_{10}$ for angular discretization.

After the description of boundary conditions import, now we turn to the results of case 1.

Fig. 2 shows the computed contour plots of radiative intensity $I(x, l)$ with a resolution of $N = 11$. The left one is from $S_8$ for angular discretization, and the right one is from $S_{10}$. Compared our results with the plot (b), by space-angle coupled least-squares finite element method (LS is named in [11]), of Fig. 3 in [11], one can conclude that, our results from $S_{10}$ are better than those from $S_8$, but all the present results are less accurate than those by LS. The reasons may exist as following.

As mentioned in [11], the boundary conditions implicitly allow for a sharp discontinuity in the radiation intensity angular distribution at $l = 0$, e.g., $I(0, 0^-)$ may not be equal to $I(0, 0^+)$. In [11], a double fringe of nodes at $l = 0$, one for $l = 0^-$ and the other for $l = 0^+$, are used to allow for such possibilities. However, in our space-angle decoupled spectral DOM (abbreviate to SP-DOM later and in figure and tables), it is impossible to do this because the DOM quadrature rule is level-symmetric, i.e., it does not contain the point $l = 0$.

Fig. 2. Contour plot of the computed radiation intensity, $I(x, l)$ in space-angle domain. Case 1 of example 3. (a) $S_8$ for angular discretization and (b) $S_{10}$ for angular discretization.
Exit distributions of radiative intensity $I$ at $x = 0$ and $I'$ at $x = 1$ are shown in Figs. 3 and 4, respectively. For the purpose of comparison, the analytic values from [29] are plotted, and the results by LS and LS-DOM from [11] are copied. Obviously our results agree very well with those.

The backward and forward radiation heat flux distributions, $q'$ and $q''$ are shown in Figs. 5 and 6, respectively. Similarly, the results by LS and LS-DOM from [11] are copied for comparison (this time the analytic values are unavailable). One can see that our SP-DOM almost gives the identical heat flux distributions as both LS and LS-DOM did.

Finally, the hemispherical reflectivity and transmissivity of the slab, $q'(x = 0)$ and $q''(x = 1)$, are compared with the analytic values [29] and results by LS and LS-DOM [11]. Table 2 also shows that our SP-DOM can provide good results.

5.3.2. Case 2: anisotropic incidence

In this case, the incident radiation at the boundary $x = 0$ arrives along specified directions, while the scattering law and space-dependent scattering coefficient remain the same as in case 1. Now the expressions of boundary conditions are complicated and as follows [11]:

\[
I(0, \mu) = I_1(0, \mu) = g(\mu) \quad \text{on} \quad x = 0, \quad \mu \in (0, 1) \quad (39a)
\]

\[
I(1, \mu) = I_2(1, \mu) = 0 \quad \text{on} \quad x = 1, \quad \mu \in [-1, 0] \quad (39b)
\]

where

\[
g(\mu) = \begin{cases} 
0, & 0 < \mu \leq 0.1 \\
\frac{1}{2} \left\{1 + \sin \left[\pi \left(\frac{\mu}{0.15} - 1\right)\right]\right\}, & 0.1 \leq \mu \leq 0.2 \\
1, & 0.2 \leq \mu \leq 0.5 \\
\frac{1}{2} \left\{1 + \sin \left[\pi \left(\frac{\mu}{0.55} - 1\right)\right]\right\}, & 0.5 \leq \mu \leq 0.6 \\
0, & 0.6 < \mu \leq 1.0
\end{cases} \quad (40)
\]

which defines a piecewise constant radiation intensity distribution between 0 and 1, with smooth transitions by sine curves.

The process of boundary conditions import is the same as in case 1. Fig. 7 shows the computed contour plots of radiative intensity $I(x, \mu)$ with a resolution of $N = 11$. Same as in case 1, the left plot is from $S_8$ for angular discretization, and the right one is from $S_{10}$. As one can see that, the left plot from $S_8$ for angular discretization is almost the same as the plot (b), by LS-DOM, of Fig. 8 in [11], and both of them are prone to the ray effect because the space-angle decoupled formulations act the base. On the other hand, our right plot from $S_{10}$ is very similar to the plot (a), by LS, of Fig. 8 in [11]. Carefully comparing our right plot of Fig. 7 with the plot (a) of Fig. 8 in [11], one can find the differences. Both widths of red core part along $\mu$ axis are almost the same, but the widths of green parts on two plots are very different with ours being larger. This phenomenon can be explained that more discrete-ordinates can span more different incident directions. From this it is proved...
again that the ray effect can be mitigated by adding discrete-ordinates [32–36].

Exit distributions of radiative intensity $I^-(x=0)$ and $I^+(x=1)$ are shown in Figs. 8 and 9 using $S_8$, respectively. Again the results by LS and LS-DOM from [11] are copied. This time our results are closer to the results of LS-DOM.

The backward and forward radiation heat flux distributions, $q^-/C_0$ and $q^+/C_0$ are shown in Figs. 10 and 11 using $S_{10}$, respectively. Again the results by LS and LS-DOM from [11] are copied for comparison. The results indicate that our $q^-$ distribution (see Fig. 10) is closer to that of LS, while our $q^+$ distribution (see Fig. 11) is something close to that of LS-DOM.

Finally, the hemispherical reflectivity and transmissivity of the slab, $\mu(x=0)$ and $\mu(x=1)$ using $S_{10}$, are listed and compared with those results by LS and LS-DOM [11]. Table 3 shows that the accuracy of SP-DOM is in between of LS and LS-DOM. The values of LS and LS-DOM in Table 3 are listed against $p$-level. However, we found that the values of SP-DOM almost do not change when the resolution $N = 11$.

Our direct solver is applied to examples 1 and 2, but the both iterative and direct solvers are applied to example 3. As expected, compared with the iterative solver the direct solver can save much more CPU time as listed in Table 4. The computer we used is an Intel Pentium processor with 3.4 GHz frequency and 1.5 GB memory. In Table 4, the tolerance for iterative solver is $10^{-12}$ and the CPU time is the same for both cases 1 and 2 in example 3 whether using...
iterative or direct solver. Clearly, the CPU time differences will trend to be small with the resolution increasing due to large memory requirement by direct solver. Both iterative and direct solvers can provide the 12-decimal same values when the tolerance of iterative solver is 10^{-12}.

6. Conclusions and remarks

The Chebyshev collocation spectral method for 1D RTE with anisotropic, space-dependent scattering medium is presented, and both iterative and direct solvers are developed. The numerical results for examples with analytical solutions verified the present solvers based on the Chebyshev collocation spectral method can provide exponential space convergence and can capture very large oscillations. Compared with newly appeared methods such as least-square finite elements method (LS or LS-DOM so called), from the formulations and implementations we can conclude that the present method, SP-DOM so called, is simple and efficient.

As to multidimensional problems, the extensions are straightforward. However, as mentioned in the section of introduction, the multidimensional geometries should be regular, and the computer memory should be big enough, especially for participating media. In fact, the authors are developing the spectral cofs for 3D problems.
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