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Image registration is a basic and important process for multi-sensor or multi-temporal remote 
sensing. In this letter, a new feature-based method named shape context is proposed for 
airborne multi-sensor image matching. This method has been found to be robust in hand- 
written digit and object recognition, and it is now introduced into remote sensing image 
matching after some adjustments. In the proposed method, control points (CPs) are extracted 
on the reference image, and edge features are extracted on the reference and the sensed image, 
respectively. The shape context exploits feature similarity between circular regions of the 
two images to find corresponding CPs on the sensed image. Finally, the sensed image is 
warped according to the CPs using thin-plate spline interpolation. This method is 
successfully applied to register airborne optical and multi-band synthetic aperture radar 
(SAR) images in two experiments, and the results demonstrate its robustness and accuracy.  
 
1. Introduction 

 
When disasters such as earthquakes and floods occur, airborne synthetic aperture radar (SAR) 
and optical images are efficient and flexible data sources that can provide repeated images 
within short time intervals. In key areas, large numbers of images are acquired; these images 
commonly need to be combined together to analyse the ground situation. Timely 
multi-sensor image registration can be a great challenge. Image registration is the process of 
overlaying two or more images of the same scene taken at different times, from different 
view points, or by different sensors (Zitová et al. 2003). In remote sensing, it is a basic 
process for many applications, such as change detection, fusion, mosaics (Chen et al. 2007) 
and Interferometric Synthetic Aperture Radar (InSAR). Traditionally, registration is 
performed with control points (CPs) that are selected manually on images. However, manual 
registration is a time consuming task, and many automatic methods have been presented to 
decrease labour intensity.  

In general, automatic registration falls into two types: area- and feature-based techniques. 
Area-based methods are relatively accurate and are preferably applied when distinctive 
information is provided by grey values rather than by local shapes and structures (Zitová et al. 
2003). Feature-based methods are typically applied when the local structural information is 
more significant than the image intensity information. They allow the registration of images 
of a completely different nature and can handle image distortions to some extent. 
Feature-based methods basically consist of four steps: feature extraction, feature matching, 
transform model estimation and image transformation. In this letter, attention is concentrated 
on feature matching. In previous research, many matching strategies have been employed for 
remote sensing images. The Hausdorff distance measures the extent to which each point of a 
data set lies near some point of an ‘image’ set and vice versa (Huttenlocher et al. 1993), and 
it is improved to reduce the computational complexity for use in remote sensing (Mount 
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1999). Patch features are used in SPOT and ERS-1 image matching, and the area, perimeter 
length, length and width are used to determine the similarity between patches (Dare et 
al.2001). In urban areas, line features can be extracted from roads and be matched with the 
Modified Iterated Hough Transform (Habib et al. 2005). Invariant-moment shape features 
are extracted and chain-code matching is used (Dai et al. 1999).  In Wen et al. (2008), spatial 
relations and organic feature similarity are combined as a matrix, and its global maximum is 
assumed to be reached when two images match well with each other.  
   Generally, the feature matching strategies mentioned above rely on “strong” features, such 
as special points, islands, closed lakes or straight lines. A broadly suitable algorithm called 
shape context is introduced, even for “weak” feature areas. As far as the authors know, this 
study is the first time that shape context has been used for remote sensing images. The study 
areas consist of flat farmland, in the Sichuan Province of China, and the usual feature is the 
field ridge. The data are obtained from airborne optical and multi-band SAR images. 
 
2. Method 
 
The shape context is presented for object recognition on silhouette images (Belongie et al. 
2002), and it is briefly introduced in this section. In addition, some adjustments are made to 
make it fit for use with complex remote sensing images.  
 

2.1 Shape Context 
 
Edge features extracted from images are considered as point sets. For a point on the first 
image, it is expected to find the best matching point on the second image according to the 
edge features. It is identified that the distribution over relative positions is a more robust and 
compact, yet highly discriminative descriptor. For a point 

ip  on the shape, a coarse histogram 

ih  of the relative coordinates of the remaining n-1 points is computed: 
                                                { })()(:#)( kbinpqpqkh iii ∈−≠=                                               (1) 

(Figure 1) 
This histogram is defined as the shape context of ip . The bins that are uniform in log-polar 
space make the descriptor more sensitive to the positions of nearby sample points than to 
those of points further away. An example is shown in figure 1(c). 

Consider a point ip on the first shape and a point 
jq on the second shape. Let 

),(, jiji qpCC = denote the cost of matching these two points. As shape contexts are distributions 
represented as histograms, it is natural to use the 2χ test statistic: 
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where )(khi
 and )(khj

denote the K-bin normalised histograms at 
ip  and 

jq , respectively; 
ijC is 

the cost to match two point sets. 
 
2.2 Adjustments 
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The radius and orientation of the circular template are adjusted to make the algorithm 
adequate for remote sensing image matching. According to the definition of log-polar bins, 
pixels are indexed by the ring number R and the wedge number W. The radii of the rings 
surrounding the centre are r, 2r, 4r, 8r, and 16r. If r is set to two pixels as the radius of the 
smallest ring, the result becomes unstable, because the radius is too small to tolerate SAR 
image distortions. Therefore it is suggested that r equals four pixels.  

The radius is also related to the scaling. The spatial resolutions of a reference and a sensed 
image are known, and their ratio is λ . λ  can be used to adjust the circular template size 
when the two images have different spatial resolutions. If the radius used in the circular 
template is r for a reference image, then the radius should be rλ for the corresponding 
sensed image.  

The largest adjustment is that the circular template is given an orientation. In silhouette 
image matching, one can use a relative frame, based on treating the tangent vector at each 
point as the positive x-axis. For multi-sensor images, this does not work because edge 
features are too complex to stably determine the tangent vector. In a more practical way, it is 
supposed that the SAR image has a rotation, compared to an ortho-image; thus, the circular 
template is given a general rotation angle α  to correspond with the SAR image, as shown in 
figure 2.  

     
(Figure 2) 

Compared to the spaceborne data, the swath of an airborne SAR image is much narrower. 
In addition, the study areas are flat farmland, so the distortion arising from terrain can be 
neglected. The side-looking airborne radar image is formed along the flight line of an 
airplane, and the image rotation angle α  can be estimated from the flight line. In figure 3, A 
is the starting point and B is the end point of the flight line. The image rotation angle can be 
estimated from equation (3): 
                                                  

AB
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−

= arctanα                                                                (3) 

BBAA YXYX ,,,  are the coordinates of  A and B, obtained from a differential global positioning 
system (DGPS) receiver. The flight line is designed to be a straight line that measures several 
kilometres.    
 

(Figure 3) 
The image rotation angle obtained from the flight line is only an estimated value, and it 

may be inaccurate. However, it is confirmed that the shape context method is robust enough 
to tolerate small angle deviations. For an image I, the image is rotated through an angle θ , 
forming a new image I’, as in figure 4. 
 

(Figure 4) 
To register the images I and I’, a rotation angle εθ +  is assigned to the circular template, 

where ε is the given angle deviation. Registration is performed when ε  increases from -20° 

to +20°. As shown in figure 5, when -3°<=ε <=3°, the average coordinate deviation is within 
0.4 pixels.  In most cases, the angle deviation ε  is between -1° and 1°, which translates to a 
deviation of about 0.2 pixels, according to figure 5. The only difference between images I 
and I’ is the rotation angle θ , so the coordinate deviation mentioned above arises from the 
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angle deviation ε . The experiment demonstrates that the rotation angle estimated from the 
flight line is sufficient to obtain accurate registration results using the shape context.  
(Figure 5) 
2.3 Matching Procedure 
 
The entire matching procedure was performed using the following steps. 
1) Special preparations for the SAR images. If the registration is performed on optical and 
SAR images, the SAR image should be converted from slant range to ground range. All of 
the employed SAR images are smoothed with an enhanced-Lee filter that is especially 
designed to suppress speckle noise (Lee 1981). 
2) Control points { }imM =  are extracted from the reference image with the Harris operator 
(Harris et al. 1988). 
3) Edge features are extracted from both the reference and the sensed images with the Canny 
operator (John 1986). 
4) For each control point 

im  on the reference image, the local edge feature distribution is 
measured based on the shape context. Assuming that the candidate matching point is within 
an N×N pixel area on the sensed image, the matching cost is calculated between 

im  and each 
point in the area with equation (2). A lower 

jiC ,
 represents a higher similarity, and the point 

with the lowest 
jiC ,
 is selected as the corresponding point of 

im . The selected points in the 
sensed image constitute a set of CPs { }isS = . 
5) The invalid CPs are removed in this step. The three points that take the lowest cost in 
shape context matching are selected to estimate the affine transformation parameters in 
equation (4)  

                                                  
2'2'2

1'1'1
cybxay

cybxax
++=
++=

                                                                     (4)   

where 2,2,2,1,1,1 cbacba are affine transformation parameters, and ( )',' yx  and ( )yx,  are 
corresponding CPs in the reference image and the sensed image. Invalid CPs are removed by 
comparing the distance between the coordinates of the mapped control points and the actual 
points. 
6) Thin-plate splines (TPS) are used to warp the sensed image. These are perhaps the most 
widely used transformation functions in image registration with nonlinear geometric 
differences. The warping of the sensed image with respect to the reference image is 
accomplished with equation (5), where ( )',' yx  and ( )yx,  are all of the valid CPs selected in 
step (5); 

iW is the weight of the nonlinear radial interpolation function K. The details of TPS 
are introduced in Bentoutou et al. (2005).            
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3. Experiments and analysis 
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To evaluate the robustness of the proposed registration method, two experiments were 
performed. First, the method was performed for airborne optical and SAR images; second, it 
was then also performed for multi-band SAR images. 
 
3.1 Registration of Airborne Optical and SAR images 
 
The original slant range SAR image is converted to a ground range image. Being a ranging 
device, radar records objects according to the distance from the aircraft to the object, thus, 
forming a slant range image. By applying a correction from slant range to ground range, the 
scale relationship between the image and the ground becomes linear. This is only an 
approximation and is based on the assumption of level topography (Henderson et al. 1998). 
The pixel sizes in the azimuth and the range directions of the SAR data are both 0.5 m, which 
accord with the optical image.  

 
(Figure 6) 

The airborne optical ortho-image, obtained from ADS40, and the C-band SAR image are 
employed in the first group of experiments. The rotation angle estimated from the flight line 
is 7.45° and is used to rotate the circular template. The rotation angle calculated from CPs 
using the Cartesian coordinate system (Goshtasby et al. 1986) is 6.96°, which is close to the 
estimated value. The employed data and the matching results are shown in figure 6. 
 
3.2 Registration of Multi-band SAR Images 
 
Airborne L-band and C-band SAR images are employed in the second group of experiments. 
The two images arise from parallel flight lines (perpendicular distance of about 200 m), so 
the estimated rotation angle between the two images is zero. The spatial resolutions of the 
two kinds of SAR data are the same. L-band radar operates with a longer wavelength than 
C-band radar. The different penetration of the radar signals into the ground and plants results 
in different image textures. The employed data and matching results are shown in figure 7. 
The registration is performed on slant range images directly because the two images possess 
similar distortions.  
 
(Figure 7) 
4. Accuracy Analysis. 
 
To estimate the accuracy of the final registration results using the proposed method, all of the 
valid CPs were used in the evaluation. Parts of the CPs are listed in table 1. ΔX and ΔY are 
absolute deviations of CPs between the reference image and the warped image. The root 
mean square error (RMSE) involving all of the CPs in experiment A is 1.883 pixels in the X 
direction and 1.752 pixels in the Y direction, while in experiment B they are 1.138 and 0.964 
pixels. The optical and SAR images have a lower matching accuracy than the multi-band 
SAR images. As mentioned above, multi-band SAR data arise from parallel flight lines, so 
they have similar distortions and are more accurately registered.   
 
(Table 1) 
5. Conclusions 
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This letter develops a new method called the shape context, which matches images by 
comparing edge-feature distributions in a defined circular template. In this study it is used on 
remote sensing images for the first time after some practical adjustments. The shape context 
method is invariant to rotation and scale when matching the boundaries of silhouette images. 
However, it is hard to implement it on remote sensing images, which are much more complex. 
For the employed airborne SAR data, the rotation angle was estimated according to the flight 
line, and the scale ratio was supposed to be known; thus, the image registration was 
performed without any manually selected CPs. The proposed method was validated on 
optical-SAR images and multi-band SAR images in the experiments. It is confirmed to be an 
efficient and broadly suitable feature-based method that can be used in multi-sensor 
registration. In future work, the accuracy and feasibility of the proposed method will be 
tested on satellite sensor data using orbit parameters.  
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Figure 1. Shape context computation and matching. (a) and (b) Sampled edge points of two shapes. (c) 
Diagram of log-polar histogram bins used to compute the shape contexts. Five bins for rlog  and 12 
bins for θ  are used. In the following text it is called the circular template. (d), (e), (f) Example shape 
contexts for reference samples marked by ○, ◊, and< in (a) and (b). Each shape context is a log-polar 
histogram of the coordinates of the rest of the point set measured using the reference point as the 
origin. (Dark=large value) Note the visual similarity of the shape contexts for ○ and ◊ which were 
computed for relatively similar points on the two shapes. In contrast, the shape context for < is quite 
different. 

                            
Figure 2. Rotation of histogram bins. (a) Circular             Figure 3. Estimation of rotation angle from  
template without rotation. (b) Circular template               the flight line of the airplane 
with rotation by angle α . The rotation of the circular 
template is in accord with the flight line.  
 

         
Figure 4. Left image I, a GeoEye image downloaded     Figure 5. Curve diagram of rotation angle mat- 
from the internet; on the right is image I’ which is      ching accuracy. A total of 76 points are matched 
rotated through an angle θ =20° from image I.           on images I and I’ of figure 4. The averaged de- 
                                                                                      viation of the 76 points is calculated when the 

rotation angle of the circular template changes 
from 0°-40°. 
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Figure 6. Registration of optical and SAR images. (a) CPs on the reference image. (b) CPs on the 
sensed image (c) Warped sensed image. (d) The matching result. 
 

 
Figure 7. Registration of multi-band SAR images. (a) L-band SAR image. (b) C-band SAR image. (c) 
Matching result of the L and C bands. Top left and bottom right of image c are from the C-band image, 
and the other two parts are from the L-band image. 
 
Table 1. Results of the accuracy evaluation. 

 
 


